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i Markov Models

Models
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HMMs

® The model consists of a state space Q # () (for our
purposes Q is finite)
® and a transition probability matrix p;; where i, j € Q

® The model has no memory, i.e. the probability of moving
from state / to j depends only on the state /.

® multiplying the matrix P, we can compute the change of
the probability distribution as the model “steps” forward

® \We are usually interested in stationary distributions ,
suchthat m-P=m
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For any trajectory m, we can calculate the probability of
emiting S

n—1

P(8,7) =[] enterny (St + 1)) - prioyne s
t={}

Can we find the optimal trajectory , given S?

P(S1ﬁo) :mﬂ.’...’{P(S‘?T:I | m™e Q.1|ﬁ| = |S|}
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We can use dynamic programming, filling in the v(i, k) matrix
v(i, k) = max{P(S[Lid], ) | 7€ Q', w(i) =k}

with the initial condition:

1 gdyk=k
u(o,k)={ By =

0 gdy k # k.
and step function:

oli.k) = ex(S(0)) - mazfeli = L) - pral.
To finally read out the seeked probability

P(S,7.) = ng[vcl‘g"lk}]
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Maror Estimating emission probabilities
Models
o Now, we can calculate the probability of emitting S, over all
possible trajectories, with the Forward-method. The initial step
HMMs

is as follows:
om= {1 skt
Then, we make similar steps:
flik) = ex(S(i) - Y fli—1,0) - pus.
e}

and finally we can calculate the total probability at the end:

P(S)y="" f(IS|.k).

keQ)
The same works backwards:

H—Zm S(i4 1)) - Wi+ 1,1).
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Putting it together, the probability of being in state k at step /,
given S is equal to:

Hﬂﬂ=ﬂ5ﬁ=mﬂﬂ=k&m

fUi k) - b(i k)
P(S) - P(5)
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Estimate of the Emission matrix

ep(x) = Ei(2)
T By

Can be calculated using f and b

I{J} .
Eu(x) = 2 ;}f (i)
=1 icl.(zx

1

PM{S)
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Similarly the transition matrix

P-EJ
2geq Pra’
depends on f and b
n |5 ().
Sl + 1)) - by (i + 1.1
P M : ei!( ‘M
e ;Zf Pu(S))
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Hidden
Markov
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Baum-Welch algorithm

Suppose, we only know the word S and the sets Q and X.
Can we estimate both p;; and e;?
We can start with random pj;, ej;, and iteratively proceed
as follows:

® Calculate the estimates of being in each of states at each

step using f, b and current estimates of e, p.

® Find the optimal e, p, given current e, p,f, b
This is an example of a known procedure called
Expectation-Maximization

It converges to a local optimum of the likelihood, because
at every iteration, the likelihood cannot be decreased.
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® We will discuss it in more depth next week, but the HMM
model is very useful in describing sequence alignments and
so-called sequence profiles

® |t is relatively easy to extend this model for arbitrary
emissions (e.g. Gaussian or multinomial), not necessarily
from a discrete space of symbols. This is frequently used
for modelling functional genomics data

® |t is also quite a good model for segmentation of
chromosomes based on different measurements along the
genome
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